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AbstratThis paper explores the use of mahine learning in optimizing a syntatiparser for unrestrited Swedish text. The syntati analysis is based ondependeny grammar and the original parsing algorithm deterministiallyhooses the losest possible attahment for every word in the input string.The goal of the optimization is that the parser should learn, from a train-ing set of orretly analyzed sentenes, when to postpone the attahment.Experiments using a variant of k nearest neighbor learning show that asmall but signi�ant improvement in preision an be ahieved in this way.

1 IntrodutionSyntati parsing of unrestrited natural language text is a ruial task in large-sale natural language proessing systems suh as mahine translation systems.In addition, it has a great potential for improving the quality of informationretrieval, information extration and ontent management systems. Two majorobstales to high-quality parsing of unrestrited text have traditionally beenthe massive ambiguity inherent in natural language grammars and the lak ofrobustness in parsing systems using these grammars.Deterministi dependeny parsing has reently been proposed as a robustand e�ient method for dealing with these problems and the results so far arepromising. Thus, Nivre and Nilsson [24℄ report both preision and reall above80% for parsing unrestrited Swedish text with very simple grammar rules, usinga parsing algorithm that selets the losest possible attahment for every word inthe dependeny graph. In order to improve the auray further, a more �exibleparsing strategy may be required, where the losest possible link is usually �but not always � hosen. In this paper, I will investigate the possibility of usingmahine learning tehniques to determine when the parser should postpone theattahment.The paper is strutured in the following way. In setion 2, I introdue theframework of deterministi dependeny parsing proposed by Nivre and Nilsson[24℄ and analyze the typial errors resulting from the losest-�rst strategy. Insetion 3, I disuss the use of mahine learning to improve parsing and in par-tiular the hoie of attributes to be used as input to the learning proess. In
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Figure 1: Dependeny graph for Swedish sentene
setion 4, I present an experiment where a variant of k nearest neighbor learningis used to ahieve a small but signi�ant improvement of preision. In setion5, I onlude with some suggestions for further researh.
2 Deterministi Dependeny ParsingDependeny parsing is based on the old linguisti tradition of dependeny gram-mar, whih omprises a large family of grammatial theories and formalisms thatshare ertain basi assumptions about syntati struture, in partiular the as-sumption that syntati struture onsists of lexial nodes linked by binary rela-tions alled dependenies (see, e.g., Tesnière [30℄, Sgall et al. [26℄, Mel'£uk [22℄,Hudson [20℄). Thus, the ommon formal property of dependeny strutures, asompared to the more ommon syntati representations based on onstitueny(or phrase struture), is the lak of phrasal nodes.In a dependeny struture, every lexial node is dependent on at most oneother lexial node, usually alled its head or regent, whih means that the stru-ture an be represented as a direted graph, with nodes representing lexialelements and edges representing dependeny relations. Normally we also re-quire that the graph is onneted and ayli, whih means that it will in fatbe a rooted tree with the root node being the head of the sentene. Figure1 shows a dependeny graph for the Swedish sentene På 60-talet målade handjärva tavlor som retade Nikita Chrusjtjov, with the �nite verb målade as theroot node. The label ourring above eah word is its lexial ategory, or partof speeh; PP for preposition, NN for noun, VB for �nite verb, et.Most formalizations of dependeny grammar use rules that speify wholeon�gurations of dependents for a given head, using some notion of valeneframes (Hays [19℄, Gaifman [17℄, Carroll and Charniak [5℄, Sleator and Temper-ley [27, 28℄, Barbero et al. [1℄, Eisner [16℄, Debusmann [14℄). Nivre and Nilsson[24℄ use a muh weaker formalism, where only binary relations between headsand dependents an be spei�ed, using rules of the following form:D  HH ! DThese rules say that a word h of ategory H an be the syntati head of a wordd of ategory D if d preedes ( ) or follows (!) h. Similar but not identialgrammar formalisms have previously been proposed by Covington [12, 13℄ andCourtin and Genthial [11℄.
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Nivre and Nilsson [24℄ onsider three di�erent parsing algorithms, whih takeas input a grammar G and and a string of words w1; : : : ; wn, tagged with parts-of-speeh t1; : : : ; tn, and builds a dependeny graph by adding edges (wi; wj)that are ompatible with the rules of G. The algorithms are all deterministiin the sense that one an edge has been added to the dependeny graph itan never be removed and will therefore blok the addition of other possibleedges, given the onstraint that eah word an have at most one head. Giventhat syntati relations tend to be loal, all three algorithms have a preferenefor loser links over more distant ones. But they di�er in the way that thispreferene is balaned against other onstraints.When tested on a random sample of 142 sentenes from the Stokholm-UmeåCorpus of written Swedish (SUC [29℄), manually annotated with the orretdependeny graph for eah sentene, the best algorithm ahieved a preisionof 85.5% and a reall of 83.9% on previously unseen data (Nivre and Nilsson[24℄). These results are omparable to the best results published for dependenyparsing of unrestrited texts, (see e.g. Eisner [15℄, Collins et al. [10℄), althoughthere are no diretly omparable results available for texts in Swedish.The highest-soring algorithm is the so-alled projetive algorithm, whihhas the following overall struture:for width k = 1 to n� 1 dofor position i = 1 to n� k doLink(wi; wi+k)The single parsing operation used is Link(wi; wj), whih tries to establish adependeny link between two words wi and wj . Using the notation w : C tomean that the word w belongs to the ategory C, and R 2 G to mean that Ris a rule of the urrent grammar G, this operation an be de�ned as follows:if wi has no headand wi : D and wj : H and D  H 2 Gand wi and wj are aessibleand there is no path from wi to wjthenadd the edge (wj ; wi)else if wj has no headand wi : H and wj : D and H ! D 2 Gand wi and wj are aessibleand there is no path from wj to withenadd the edge (wi; wj)A node wj is aessible i� there is no edge (wi; wk) suh that i < j < k. Thee�et of the aessibility onstraint, in onjuntion with the ondition that therebe no path from dependent to head, guarantees that the resulting dependenygraph is ayli and free from rossing edges, a property whih is known asprojetivity in dependeny grammar, hene the name of the algorithm.The projetive algorithm onstruts a dependeny graph by linking eahword to its losest possible regent proeeding left-to-right through the inputand observing the onstraints on projetivity. More preisely, it runs throughthe input words from left to right n� 1 times (where n is the number of words
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in the input), onsidering possible links of length k during iteration k. Thenumber of iterations is therefore O(n2) but sine the worst-ase omplexity ofthe Link operation is O(n), the running time of the algorithm is O(n3).Preision and reall approahing 85% when parsing unrestrited text showsthat the preferene for lose links is a sensible overall strategy. At the sametime, it is a strategy that leads to error whenever the orret link is not thelosest possible one. Some of the errors performed by the parser are well-knownproblems having to do with attahment ambiguity for prepositional phrases andother adjunts, whih are known to be hard for any natural language parser.Other errors seem to be more spei� to the deterministi losest-�rst strategy,and the way it interats with the very simple form of grammars used. Errors inthe latter group fall mainly into three (partly overlapping) ategories:� Valene violations: Given the form of the grammar, there is no way toimpose restritions on the number of dependents of a single head. Thus, inthe left hand example in Figure 2, the transitive verb iakttar is inorretlylinked to three nominal dependents, whih is one too many. Furthermore,the inorret link between iakttar and mur bloks the orret link frommur to its prepositional head bakom.� Linking aross syntati barriers: Despite the fat that most depend-enies are loal to the syntati lause, there is nothing that prevents theparser from adding links aross lause boundaries. For example, in theright hand sentene in Figure 2, the subjuntion som is orretly determ-ined to be the head of the �nite verb oroar in the subordinate lause butinorretly analyzed as the head of the �nite verb är in the main lause.Moreover, this inorret link also bloks the orret link from the �niteverb är to its subjet saken beause of the ban on yli graphs.� Errors aused by elliptial onstrutions: Dependeny grammar pre-supposes that all syntati onstrutions have a head, an assumption thatis barely satis�ed if we limit ourselves to anonial syntati strutures.However, in elliptial onstrutions it is often the ase that the expetedsyntati head is omitted, whih auses severe problems for the parser.Cases in point are lauses without a �nite verb and noun phrases withouta head noun, both of whih are exempli�ed in the sentene Hon läste dentjoka boken oh han den tunna med stor stil (She read the thik book andhe the thin [one℄ with large print).Coping with errors in the third ategory probably requires major hanges eitherin the grammar or in the parsing algorithm (or both), and these problems mayeven be best handled in a separate post-proessing stage. Errors in the �rst twoategories, however, should be tratable by making the parser sensitive to thenumber of dependents of a given head, and to the presene of lause boundariesin the input string. In this paper, we will investigate the possibility of usingmahine learning to ahieve this goal.
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3 Mahine LearningThe goal of mahine learning is to develop omputer systems that improve theirperformane with inreased experiene, i.e. systems that in some sense learnfrom their experiene. In the last ten to �fteen years, there has been a dramatiinrease in the use of mahine learning tehniques in di�erent areas of naturallanguage proessing. As far as syntati parsing is onerned, mahine learninghas mainly been used to disover rules for syntati analysis, or to estimateprobabilisti parameters for suh rules (see, e.g., Pereira and Shabes [25℄, Brill[2℄, Charniak [6, 7℄, Collins [8, 9℄), rather than to train syntati parsers diretly(see, however, Brisoe and Carroll [4℄ and Magerman [21℄).In order to have a well-de�ned mahine learning problem, me must speify atask T to be performed, a measure P to assess the performane of the system atT , and a type of learning experiene E to be used to improve the performaneof the system (Mithell [23℄). In the urrent setting, T is the task of parsingunrestrited Swedish text and P is the preision and reall ahieved at this task(measured against an empirial gold standard obtained by manual annotation).The learning experiene E will be the parser's own performane on Swedishtext, ompared to a manually annotated gold standard of the same kind that isused in evaluation.In order to have a omplete learning system, we must also de�ne the exattype of knowledge to be learned, a representation of this target knowledge, and alearning mehanism. We will postpone disussion of the learning mehanism andonentrate �rst on the knowledge to be learned. This is often oneptualizedas a target funtion to be approximated, i.e. some funtion f : I ! O, whereI is the spae of possible inputs and O is the spae of possible outputs, andwhere the learnt approximation f̂ : I ! O an be used to improve the system'sperformane at the relevant task (f. Mithell [23℄, Hastie et al. [18℄).In the present ontext, we want the parser to improve its performane bylearning when a possible edge should be added to the dependeny graph andwhen it should be omitted in favor of a more distant link. Thus, it seemsreasonable to take our target funtion f to be a binary deision funtion, whihtakes value 1 if a given edge should be added and value 0 if it should not beadded. The input to this funtion will be the state of the parser at deisiontime. Thus, we an say that f : Q ! f0; 1g, where Q is the set of all possibleparser states.In order to hoose a representation of this funtion we must �rst deide whataspets of parser states should be taken into aount. Based on the analysis oftypial parser errors in the preeding setion, we hypothesize that the following
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properties of the parser state ould be relevant for the deision of adding anedge (wi; wj) or not:1. The grammar rule liensing the edge, onsisting of a head ategory H, adependent ategory D, and a diretion d (where wi : H, wj : D and d iseither  or !).2. The number of dependents of wi at deision time, possibly separated intoleft and right dependents.3. The presene of any lause boundaries or other syntati barriers betweenwi and wj .The presene of other dependents of the potential head wi is relevant to avoidvalene violations, although the parser only has aess to the dependents thatexist at deision time, whih may not be the full set of dependents in the �naldependeny graph. Similarly, syntati barriers an only be deteted with goodauray after the parsing is omplete, whih means that we have to rely onindiret evidene from the presene of ertain syntati ategories. Subjuntions(SN), as well as interrogative and relative pronouns (HP) and adverbs (HA), arefairly good indiators of lause boundaries. In addition, �nite verbs (VB) maybe onsidered as lues in this ontext. Finally, the ourrene of words belongingto the same ategory as wi or wj may be relevant as barriers in ertain ases.Based on these onsiderations, the following set of attributes were seletedto represent parser states:Attribute MeaningLCat Category of left word wlRCat Category of right word wrDir Diretion of dependeny ( or !)Dist Distane between wl and wr (Dist = r � l)LDep Number of left dependents of potential head whRDep Number of right dependents of potential head whCB Number of HA, HP and SN between wl and wrVB Number of VB between wl and wrLBar Number of LCat between wl and wrRBar Number of RCat between wl and wrThis means that training instanes in the learning proess will be represented aspairs (X;Y ), where X is a list of values for the attributes listed above, and Y is1 or 0 depending on whether the relevant edge is part of the orret dependenygraph or not.For the experiment reported in the next setion, a version of k-nearest neigh-bor learning was used to approximate the target funtion f . Nearest neighborlearning is a simple yet e�etive learning method, whih has been applied su-essfully to a variety of natural language proessing problems. It thereforeseemed like a natural hoie when starting to explore the potential of mahinelearning for parser optimization.Given a set of training instanes T = (hx1; y1i; : : : ; hxn; yni), the k-nearestneighbor approximation is de�ned as follows (Mithell [23℄, Hastie [18℄):kNN(x) = 1k Xxi2Nk(x) yi6



where Nk(x) is the neighborhood de�ned by the k losest points xi in the train-ing sample, aording to a suitable distane measure. In order to turn this intoa disrete deision funtion, we use the following mapping:f̂(x) = � 1 if kNN(x) � 0:50 otherwiseThe distane measure used is the Eulidean distane between the points in n-dimensional spae de�ned by the numerial attributes of eah instane:
d(vi; vj) =vuut nXr=1(ar(vi)� ar(vj))2

where vi is the n-dimensional vetor de�ned by the numerial attributes of xiand ar(v) denotes the value of the rth attribute of vetor v. In our ase, thenumerial attributes are Dist, LDep, RDep, CB, FV, LBar, RBar, so n = 7.
4 ExperimentIn order to test the viability of the mahine learning approah to parser opti-mization, an experiment was performed using data from the Stokholm-UmeåCorpus of written Swedish (SUC [29℄). SUC is annotated for parts of speeh(and manually orreted) and an therefore be used as diret input to the parser.(Otherwise a part-of-speeh tagger must be used to preproess the input.)Two independent data sets were sampled, eah onsisting of roughly 2000words, orresponding to 115 and 142 sentenes, respetively. Both samples weremanually annotated with dependeny graphs by the author. The �rst data setwas used as training data, while the seond data set was used for evaluation.(Apart from the fat that a few annotation errors have been orreted, the twodata sets are idential to the ones used in Nivre and Nilsson [24℄.)When annotating the sentenes, major delimiters suh as olon and semi-olon were treated as barriers for dependeny relations. This means that thestrings ourring on eah side of suh a delimiter were treated as separate parseunits even if they were not stritly speaking separate sentenes. Moreover, textourring in parentheses was treated as invisible to the surrounding text, in thesense that dependeny relations were permitted aross and within � but not intoor out of � the parenthesized text.It is also worth mentioning some of the priniples used in hoosing betweenalternative strutural analyses for the annotation:� Syntati dependenies are preferred over semanti ones, meaning amongother things that:1. Nouns depend on prepositions.2. Finite verbs depend on subjuntions and fronted Wh-words.3. Main verbs depend on auxiliary verbs.� Coordinated items are treated as multiple dependents of their mutual head(if any), while the oordinating onjuntions are left unattahed.
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� Multi-word proper names are treated as oordinated items.� Nominal appositive onstrutions are onsistently analyzed as left-headed.The grammar used in the experiments was the grammar that ahieved thehighest auray together with the projetive parsing algorithm in Nivre andNilsson [24℄. This grammar was onstruted by iteratively removing low prei-sion rules from an initial hand-rafted grammar G0 until no further improve-ment was possible with respet to the training data set. The initial grammarG0 ontained a total of 139 rules, divided into 100 left-headed rules (of the formH ! D) and 39 right-headed rules (of the form D  H). The optimal gram-mar G12 was obtained after removing 12 rules, 9 left-headed and 3 right-headed,yielding a total of 127 rules in the grammar.The performane measures used were preision and reall, alulated per sen-tene by omparing the dependeny graphs built by the parser to the manuallyannotated gold standard:Preision = j Corret edges in parse jj Edges in parse jReall = j Corret edges in parse jj Edges in gold standard jThe overall preision and reall were then alulated as the mean preision andreall over all sentenes.Training instanes for the learning algorithm were reated by running theprojetive parsing algorithm with grammar G12 on the training data samplefrom SUC. For eah edge added by the parser, the ten input attributes wereomputed and the output value was set to 1 if the edge was orret aordingto the manually annotated gold standard and to 0 otherwise. In this way atraining data set of 1461 instanes was reated.The projetive parsing algorithm was modi�ed so that an edge is added tothe dependeny graph only if f̂(x) = 1, where x is the urrent parser state,as represented by the ten attribute values, and f̂ is the k nearest neighborapproximation de�ned in the preeding setion, restrited to the set of instanesthat agree with x in their values for LCat, RCat and Dir, i.e. parser states wherethe same grammar rule is onsidered. This parser is alled kNN in the following.Di�erent values for k were tested, but the optimal value turned out to be k = 2and this value was used throughout.In the kNN parser, the presene of syntati barriers, represented by positivevalues for the attribute CB (and possibly VB), will only in�uene the parser'sdeision if the k nearest neighbors involving the same grammar rule also hasthese barriers present. However, in many ases these barriers � unlike valeneonstraints � are not limited to partiular rules and ategories but apply arossthe board. Therefore, a seond parser was onstruted, where a nonzero valuefor the CB attribute always bloks the addition of an edge, irrespetive of thek nearest neighbor value. In other words, this parser, alled kNN, uses thefollowing funtion approximation:f̂(x) = � 0 if CB > 1 or kNN(x) < 0:51 otherwiseBy letting a nonzero value for either the CB or the VB attribute at as a globalbarrier, we obtained a third parser kNNv. Finally, the original parser with8



Parser Preision ReallBaseline 85.3 82.9kNN 85.9 83.1kNN 86.1 83.3kNNv 86.7 82.9Table 1: Preision and reall for four di�erent parsers
the unmodi�ed projetive algorithm was inluded as a baseline. (Note that theresults obtained for the baseline parser di�er by a small fration from the onesreported in Nivre and Nilsson [24℄. This is due to the orretion of a few errorsin the manually annotated gold standard.)The preision and reall of the four parsers ompared an be seen in Table1. All three kNN parsers have a higher preision sore than the baseline parser,although the di�erene is statistially signi�ant only for kNN and kNNv(paired t-test, � = 0:05). For reall there are only minor di�erenes betweenthe four parsers, none of whih is signi�ant.The improvement in preision from 85.3% (baseline) to 86.7% (kNNv) rep-resents a 10% error redution but is still not very impressive, and the interestingquestion is why there is not a bigger improvement. One possible answer lies inthe sparseness of the training data. With a training set of 1461 instanes anda grammar ontaining 127 rules there are on average only about ten instanesper rule. Moreover, some of these rules our very rarely, whih means thatthe training data for these rules will be sparse, with the e�et that the nearestneighbors may in fat be quite distant. The fat that k = 2 gave the best resultsmay be an indiation that this is at least part of the answer, sine a larger valuefor k will bring even more distant neighbors into the piture.A seond possible explanation is the hoie of attributes for representing thetarget funtion. It is possible that another seletion of features would lead toa better approximation and a larger improvement of parsing auray. A thirdpossibility is the hoie of learning mehanism, given that nearest neighbormethods an be very sensitive to sparse data. (In the terminology of mahinelearning they have low bias but high variane.) A fourth alternative is that weare already lose to the eiling in terms of the parsing auray that an beahieved with the simple projetive algorithm and the very weak grammar rulesused so far. In this ase, we may have to hange either the form of the grammaror the parsing algorithm, or both, in order to improve auray further.
5 ConlusionIn priniple, the experiment reported in the previous setion shows that it ispossible to use mahine learning to improve the performane of a deterministidependeny parser. In pratie, this is of little interest as long as the improve-ment is only marginal. More researh is needed to determine whether thisapproah is only of theoretial interest or whether it an lead to substantiallybetter parsing quality.First of all, we need to inrease the amount of training data available tothe learning algorithm in order to redue the variane in the funtion approx-
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imation. Regardless of what learning method we ultimately deide to use, thegeneralization performane is bound to improve with more training data.Seondly, we may need to modify the representation of the target funtion,in partiular the attributes representing the parser states. For example, we mayonsider not only dependents of the potential head but also potential heads ofthe dependent. That is, the deision to refrain from adding an edge (wi; wj) tothe dependeny graph is likely to be in�uened by the availability of alternativeregents for wj .Thirdly, it may be worthwhile to experiment with di�erent learning methods,suh as deision tree learning or Bayesian learning. Moreover, the hoie oflearning method is not independent of the target funtion representation, sinelearning methods di�er in their sensitivity to the data sparseness that neessarilyomes with using a more omplex representation of the target funtion.Fourthly, we may have to make modi�ations to the grammar formalism oreven to the parsing algorithm itself. For instane, grammar rules ould be madeontext-sensitive by adding onstraints on what syntati ategories may or maynot our between the head and the dependent, or we might add onstraints onthe number of dependents for a given head ategory as a rude way of apturingvalene onstraints.Finally, we may onsider the possibility of using several passes over the input,where later passes an detet and orret errors introdued in previous passes,using methods suh as transformation-based learning (Brill [3℄).Hopefully, arrying out this researh program will lead to a substantial im-provement in the quality of syntati parsing for unrestrited natural languagetexts, to the point where the full potential of this tehnique an be exploitedfor the automated management of textual information, as suggested in the in-trodution.
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